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Motivation
● Recruiters have a hard time finding the right candidates

○ Difficult to determine the actual expertise of developers from resumes

● Analyzing collaborative platforms (such as GitHub and Stack Overflow)
○ User behaviour is a rich source of data about the software 

development process
○ Excellent source of data for identifying the right candidate for a job
○ Developer interest and expertise can be inferred from data

● Objectives:
○ Investigate if users maintain similar expertise profiles across 

multiple collaborative platforms
○ Develop data-driven techniques that extract developer expertise from 

GitHub and Stack Overflow 3



Research Questions

How can we extract the major expertise areas of Stack Overflow 
and GitHub users? 
How do expertise trends compare on Stack Overflow and 
GitHub?

How similar are developer expertise profiles in two different 
collaborator platforms, Stack Overflow and GitHub?

What knowledge is transferable from one platform to another?

How much does developer expertise evolve on Stack Overflow 
and GitHub?
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Related Work Highlights

● Vasilescu et al. (2013) 
○ One of the first researchers to explore the interaction between Stack 

Overflow and GitHub activities
● Tian et al. (2013)

○ Formulated the task of finding expert developers in open source software 
communities

● Greene and Fischer (2016)
○ Created a tool which extracts, explores and visualizes technical skills of 

GitHub users
● Baltes and Diehl (2018)

○ Created the first comprehensive theory of software development expertise
● Treude and Wagner (2019)

○ Studied the characteristics of GitHub and Stack Overflow text corpora
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Methodology

❖ Data Acquisition
❖ Data Cleaning & Aggregation
❖ Expertise Study
❖ Research Roadmap
❖ Algorithm Design
❖ Data Analysis
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Data Acquisition
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Linked/Joined

DATA that we have:
83,550 linked users, 

and all of their activity 
on Stack Overflow 

and GitHub



Data Cleaning & Aggregation
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Building SO User Profiles Building GH User Profiles 

● Badge names 
● Profile page's 

about me

● Questions

● Answers

● Post Titles, Tags 

● Comments

● Project Name, 
Description, 
Labels, 
Languages Used

● Commit 
Comments

● Code review 
(Pull Request) 
Comments

Two stage data cleaning process:

1.  User level text pre-processing:

● Removal of html links, symbols
● Removal of stop-words, tags
● Tokenization, then remove 

numbers, but not words that contain 
numbers

2.  Corpus level text pre-processing:

● Detect frequent phrases
● Strip punctuation and symbols 
● Remove rare and very common 

tokens 



Expertise Study
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● Overall goal: obtain expertise 
ground truth

● Sampled 100 random users 
active on both Stack Overflow 
and GitHub

● Created 10 different Google 
Forms, each containing 10 Stack 
Overflow and GitHub user profile 
links

● Evaluated our model outputs 
against human annotations 
using cosine similarity scores 
between the two bag-of-words

Resulting Data



Algorithm Design
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● Developed 3 novel techniques:
○ Topic Distribution based Expertise Extraction (T1)
○ LDA based Expertise Extraction (T2)
○ Word2Vec based Expertise Extraction (T3)

● T2 and T3 have two variations each: 
○ LDA_AVG, LDA_MAX, and W2V_AVG, W2V_MAX

● Performed 2 experiments* (1 & 2) on 2 different data sets (A & B)
○ Experiment 1A, 2A on GitHub & Experiment 1B, 2B on Stack Overflow



Topic Distribution Based Expertise Extraction
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LDA Based Expertise Extraction
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Word2Vec Based Expertise Extraction
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Results
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RQ 1 Results
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Answer to RQ 1

How can we extract the major expertise areas of Stack 
Overflow and GitHub users? 

How do expertise trends compare on Stack Overflow and 
GitHub?

● W2V_AVG model performs best for 3 out of 4 experiments
● Expertise trend similarities: 

○ Both include a few popular programming language 
related topics, and both are dominated by web 
development related skills

● Expertise trend differences: 
○ GitHub expertise areas are few, and more general
○ Stack Overflow expertise areas are more specific and 

numerous 16

RQ1:
Expertise 
Extraction



● RQ 2-4 Research Roadmap

● Fitted LDA models on 4 
text corpora

● Evaluation metric used: 
Topic Coherence

● Performed hyper- 
parameter optimization

● When comparing two 
text corpora, we fitted 
LDA on larger corpus, 
performed inference on 
the other corpus 17



Answer to RQ 2

How similar are developer expertise profiles in two different 
collaborator platforms, Stack Overflow and GitHub?

 
● 64% of the population has no overlap in the GH-recent & 

SO-recent text corpora comparison 
● 67% of the population has no overlap in the GH-past & 

SO-past text corpora comparison 
● These results suggest that developers build different 

expertise profiles on GitHub and Stack Overflow.
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Answer to RQ 3

What knowledge is transferable 
from one platform to another?

Common expertise terms suggest that source code, version 
control and web development related skills are most 
transferable knowledge.
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Answer to RQ 4

How much does developer expertise evolve on Stack Overflow and 
GitHub?

● For the comparison of GH past-recent text corpora most of the 
analyzed GitHub population has largely changed their expertise 
over time. 

● For the comparison of SO past-recent text corpora most of the 
analyzed Stack Overflow population did not or only slightly 
changed their expertise over time.
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Implications: Our Recommendations

● Recruiters
○ For hiring use expertise profiles obtained via data-driven approaches

● Project Managers
○ Consider integrating an expertise based task assignment system

● Stack Overflow and GitHub Users
○ Consider using multiple collaborative platforms to gain more 

knowledge and become an expert

● Researchers
○ Consider combining state-of-the-art algorithms from multiple areas of 

computer science/statistics in their research work 21



Threats to Validity

There are several threats, but I will highlight the key ones:

● Data pre-processing
○ The blend of natural text and source code in Stack Overflow posts 

caused some challenges to the text pre-processing routine 
○ Not all code elements are cleaned up and filtered out properly.

● Data quality
○ The SO-recent data set lacks active users
○ Lack of user activity data could lead to misleading topic trends in LDA 
○ This is the nature of the data set, thus we could not mitigate this issue
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Future Work

● Separation of natural text from source code elements

● Alternatives for better user and topic vector representation:
○ Mixing Dirichlet Topic Models and Word Embeddings (LDA2Vec)
○ Topic Modeling in Embedding Spaces (ETM) 

● Use of author-topic models to model user activities

● Try to predict, summarize or classify a user's expertise area
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Contributions

1. Development of three novel techniques to extract developer 
expertise topics from Stack Overflow and GitHub

2. Analysis of developer expertise trends on Stack Overflow and 
GitHub

3. Comparison of developer expertise across two collaborative 
platforms

4. Empirical evidence about knowledge transfer between two 
collaborative platforms

5. Analysis of developer expertise evolution trends from two 
collaborative platforms

6. Collection of developer expertise ground truth data set
7. Development of four new data sets by aggregating Stack Overflow 

and GitHub data 24



Appendix
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Topic Modeling - LDA
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LDA - Gibbs Sampling
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Stack Overflow User Profiles
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GitHub User Profiles
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Hyper-parameter Optimization

● For α hyper-parameter we learnt an asymmetric prior from the 
data for both.

● For β hyper-parameter we defined a parameter search space of 
[0.001, 1], then performed a hyper-parameter optimization 
against this search space

● For k, number of topics, we defined a parameter search space 
of [3, 100], then performed a hyper-parameter optimization 
against this search space, with the evaluation metric selected 
(or task-based evaluation)

30



Topic Coherence Measures
Roder et al. proposed a coherence 
framework that consists of four steps: 
1. segmentation of word-pairs
2. estimation of word probabilities 

computation of confirmation 
measures

3. which test how strong is the 
coherence between any two word 
pairs

4. Aggregating “confirmation 
measures" to form a single 
coherence score. 

▪ Four promising topic coherence 
metrics emerge as the metrics that 
are most correlated with human 
judgements and interpretability
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Topic Distr. Based Expertise Extraction
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LDA Based Expertise Extraction
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LDA Based User Embeddings
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LDA Based Topic Embeddings
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Word2Vec Based Expertise Extraction
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Word2Vec Based User Embeddings
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Word2Vec Based Topic Embeddings
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RQ 1 - Experiment 1B Results
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RQ 1 - Experiment 2A Results
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RQ 1 - Experiment 2B Results
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RQ 2 - Results 
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RQ 3 - Results 
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RQ 4 - Results 
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Stack Overflow Topic Modeling Visualization 

45



GitHub Topic Modeling Visualization 
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Expertise Study Google Forms
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Model Parameters - Experiment 1
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Model Parameters - Experiment 2
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